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ABSTRACT: The proliferation of Internet of 

Things (IoT) devices underscores the critical need 

for robust security mechanisms to mitigate 

vulnerabilities and risks within interconnected 

networks. In response, this study proposes a 

Bagging Classifier (BC)-based Deep Neural 

Network (DNN) approach to address class 

imbalance issues in intrusion detection datasets 

specific to IoT networks. By leveraging the 

synergies of deep learning and ensemble learning, 

this approach aims to enhance intrusion detection 

and classification performance. Evaluation on four 

diverse intrusion detection datasets, including NSL-

KDD, KDDCUP99, UNSW-NB15, and Bot-Io, 

demonstrates promising results in terms of 

accuracy, precision, recall, F-score, and false 

positive rate (FPR). Notably, the proposed method 

outperforms existing techniques, particularly when 

utilizing ten base estimators in the bagging 

ensemble approach. Furthermore, the extension of 

the study explores additional ensemble techniques 

such as Convolutional Neural Networks (CNN) and 

hybrid CNN + Long Short-Term Memory (LSTM) 

models, achieving heightened accuracy rates of 

99%. To facilitate user testing and authentication, a 

front-end interface is developed using the Flask 

framework, thereby enhancing practical 

applicability and usability. Overall, this research 

contributes to advancing intrusion detection 

capabilities in IoT networks, showcasing the 

efficacy of ensemble learning methodologies in 

addressing class imbalance challenges and 

bolstering network security. 

Index Terms—Bagging, class imbalance, class 

weights, deep neural network (DNN), ensemble 

learning, Internet of Things (IoT), intrusion 

detection system (IDS). 

1. INTRODUCTION: 

The contemporary landscape of Internet of Things 

(IoT) networks is characterized by unprecedented 

access to information and behavioral uncertainty 

[1], [2]. The proliferation of various network and 

web applications has led to the generation of 

voluminous data, accompanied by an increase in 

vulnerabilities and threats to the network 

environment. With the widespread adoption of IoT 

devices and the intuitive design of IoT networks, 

the security landscape has become more complex, 

presenting numerous challenges and threats [1], [3]. 

In response to these challenges, significant efforts 

have been made to design effective Intrusion 

Detection Systems (IDS) for IoT networks. These 

IDS aim to analyze and classify network data 
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samples into normal network traffic and attack 

network traffic [3]. Deep Learning (DL) techniques 

have emerged as a promising solution for designing 

intrusion detection and classification systems, 

owing to their intricate learning capability and 

widespread acceptance across various application 

domains [4]. 

Moreover, to facilitate research and development in 

this field, various intrusion detection datasets 

tailored for IoT networks have been curated. 

Examples include the UNSW-NB15 and BoT-IoT 

datasets [5]. These datasets offer a realistic 

representation of network traffic and cover a wide 

range of attack categories specific to IoT networks. 

However, a significant challenge faced by intrusion 

detection systems in IoT networks is class 

imbalance within the datasets. For instance, in the 

BoT-IoT dataset, the proportion of data instances 

representing normal network traffic is minimal, 

constituting only 0.013% of the dataset [6]. Such 

disproportionate class distributions can skew the 

results of classification algorithms and significantly 

impact the performance of IDS in IoT networks. 

Motivated by these challenges, this research aims 

to address the issue of class imbalance in intrusion 

detection datasets for IoT networks. Specifically, 

we propose an ensemble learning approach known 

as the Bagging Classifier (BC)-based Deep Neural 

Network (DNN). This approach combines the 

strengths of DL techniques with ensemble learning 

to enhance the performance of intrusion detection 

and classification in IoT networks. 

The primary objective of this study is to evaluate 

the effectiveness of the proposed BC-based DNN 

approach in handling class imbalance within 

intrusion detection datasets for IoT networks. We 

will conduct comprehensive experiments using four 

diverse intrusion detection datasets, namely NSL-

KDD, KDDCUP99, UNSW-NB15, and BoT-IoT, 

to assess the performance of the proposed 

approach. 

This introduction sets the stage for the subsequent 

sections of the paper, which will delve into the 

methodology, experimental setup, results, and 

discussion. Additionally, we will compare the 

performance of our proposed approach with 

existing class imbalance techniques to demonstrate 

its efficacy in enhancing intrusion detection and 

classification in IoT networks. 

In the following sections, we will provide a 

detailed overview of the related work, discuss the 

methodology employed in this research, present the 

experimental results, and conclude with a 

discussion of the findings and avenues for future 

research. 

2. LITERATURE SURVEY 

In recent years, there has been a growing body of 

research focusing on the application of deep 

learning (DL) techniques in intrusion detection 

systems (IDS) for network security. This section 

provides an overview of key studies in this field, 

highlighting significant contributions and insights. 

Aminanto and Kim (2016) conducted a 

comprehensive overview of DL in intrusion 

detection systems [1]. Their study examined 

various DL architectures and techniques employed 

for intrusion detection, emphasizing the advantages 

and challenges associated with DL-based 

approaches. This foundational work laid the 

groundwork for subsequent research exploring the 

potential of DL in enhancing the efficacy of IDS. 
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Thakkar and Lohiya (2020) conducted a 

comparative study on attack classification using 

feature selection techniques [2]. Their research 

investigated the effectiveness of different feature 

selection methods in improving the accuracy and 

efficiency of intrusion detection systems. By 

evaluating various feature selection techniques, the 

study provided valuable insights into optimizing 

feature representation for effective intrusion 

detection. 

Furthermore, Thakkar and Lohiya (2020) explored 

the role of swarm and evolutionary algorithms in 

intrusion detection systems [3]. Their survey 

highlighted the potential of swarm and evolutionary 

algorithms in optimizing the performance of IDS, 

particularly in terms of scalability and adaptability 

to dynamic network environments. This research 

shed light on novel approaches for enhancing the 

robustness of intrusion detection systems against 

evolving threats. 

In another study, Thakkar and Lohiya (2021) 

analyzed the fusion of regularization techniques in 

DL-based intrusion detection systems [4]. Their 

research investigated the impact of various 

regularization methods on improving the 

generalization and robustness of DL models for 

intrusion detection. By evaluating different 

regularization techniques, the study provided 

valuable insights into mitigating overfitting and 

enhancing the reliability of intrusion detection 

systems. 

Moreover, Lohiya and Thakkar (2021) conducted a 

systematic review of application domains, 

evaluation datasets, and research challenges in the 

Internet of Things (IoT) [5]. Their comprehensive 

analysis highlighted the unique security challenges 

posed by IoT networks and emphasized the 

importance of developing robust intrusion detection 

systems tailored to IoT environments. This research 

underscored the need for specialized datasets and 

evaluation methodologies to address the distinct 

characteristics of IoT-based threats. 

Koroniotis et al. (2019) addressed the need for 

realistic botnet datasets in the context of IoT for 

network forensic analytics [6]. Their work focused 

on the development of the Bot-IoT dataset, which 

provides a realistic representation of botnet 

activities in IoT networks. By curating a 

specialized dataset, the study facilitated research 

efforts aimed at enhancing network security and 

forensic analysis in IoT environments. 

Furthermore, Goodfellow et al. (2016) provided a 

comprehensive overview of DL techniques in their 

seminal book on Deep Learning [7]. This 

authoritative resource serves as a foundational 

reference for understanding the principles and 

applications of DL in various domains, including 

network security and intrusion detection. By 

elucidating fundamental concepts and 

methodologies, the book has played a pivotal role 

in shaping research directions in DL-based 

intrusion detection systems. 

In addition, Dong and Wang (2016) conducted a 

comparative study comparing DL methods with 

traditional approaches for network intrusion 

detection [8]. Their research evaluated the 

performance of DL techniques in terms of 

accuracy, efficiency, and robustness compared to 

conventional methods. By benchmarking DL 

models against traditional approaches, the study 

provided valuable insights into the potential 



                                                

 

401 

Volume 12, issue 2, 2024 

advantages and limitations of DL in intrusion 

detection. 

Overall, the literature survey highlights the 

significant strides made in leveraging DL 

techniques for intrusion detection systems. From 

comprehensive overviews to comparative studies 

and dataset development, researchers have made 

substantial contributions to advancing the state-of-

the-art in intrusion detection and network security. 

These studies provide valuable insights and 

methodologies for designing effective IDS tailored 

to the evolving threats in contemporary network 

environments. 

3. METHODLOGY 

a) Proposed work: 

The proposed work introduces a Bagging Classifier 

(BC)-based Deep Neural Network (DNN) approach 

for intrusion detection and classification in IoT 

networks. This approach leverages the strengths of 

both deep learning and ensemble learning to 

mitigate the issue of class imbalance inherent in 

intrusion detection datasets. Ten DNN models are 

utilized as base estimators for the bagging 

approach, with class weights applied to balance the 

distribution of classes. Additionally, the project 

extends to incorporate a Convolutional Neural 

Network (CNN) and a hybrid CNN+Long Short-

Term Memory (LSTM) model, achieving 

impressive accuracy rates. The CNN+LSTM model 

achieved 99% accuracy with the KDDCUP99 

dataset and is integrated into the system's frontend. 

For user testing and interaction, a user-friendly 

interface is developed using the Flask framework, 

ensuring secure access through user authentication 

features, thereby enhancing the overall security of 

the Intrusion Detection System (IDS). 

b) System Architecture: 

The system architecture begins with data discovery 

and exploration to understand the characteristics of 

the intrusion detection datasets. Data visualization 

techniques are employed to gain insights into the 

data distribution and relationships. Data processing 

techniques are then applied to clean, preprocess, 

and transform the data for further analysis. Feature 

selection methods are utilized to identify relevant 

features for building the intrusion detection models. 

The architecture includes building both Deep 

Neural Network (DNN) and Long Short-Term 

Memory (LSTM) models for intrusion detection. 

These models leverage the selected features to 

classify network traffic into normal and attack 

categories. Performance evaluation metrics are 

employed to assess the effectiveness of the models 

in detecting various types of attacks. 

The system also incorporates attack detection 

mechanisms to identify and mitigate potential 

threats in real-time. The overall architecture 

emphasizes the integration of data-driven 

techniques, machine learning models, and 

performance evaluation methodologies to develop a 

robust and efficient Intrusion Detection System 

(IDS) for IoT networks. 

 

Fig 1 Proposed Architecture 
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c) Dataset collection:  

The data set collection for the project comprises 

four diverse intrusion detection datasets tailored for 

IoT networks: KDDCUP99, NSL KDD, UNSW-

NB15, and BoT-IoT. The KDDCUP99 dataset, 

derived from the 1999 DARPA Intrusion Detection 

Evaluation Program, provides a benchmark for 

evaluating intrusion detection systems with various 

attack types and normal network traffic.  

 

Fig 2 data set  

NSL KDD, a refined version of the KDDCUP99 

dataset, offers improved representation and reduced 

redundancy, making it suitable for training and 

testing IDS models. UNSW-NB15 features a 

comprehensive collection of real-world network 

traffic data, including IoT-specific attacks, 

facilitating the development of intrusion detection 

systems tailored to IoT environments.  

 

Fig 3 data set  

Lastly, the BoT-IoT dataset focuses specifically on 

botnet activities in IoT networks, providing a 

realistic and challenging dataset for evaluating IDS 

performance in detecting botnet-related threats. 

Together, these datasets offer a diverse and 

comprehensive foundation for evaluating and 

benchmarking intrusion detection techniques in IoT 

networks. 

 

Fig 4 data set  

 

Fig 5 data set  

d) DATA PROCESSING 

Data Processing 

Pandas DataFrame: The data is initially loaded into 

a Pandas DataFrame for efficient manipulation and 

analysis. This allows for easy handling of the 

dataset's structure and facilitates various 

preprocessing tasks. 

KerasDataFrame: For compatibility with Keras, the 

DataFrame may be converted into a 

KerasDataFrame, enabling seamless integration 

with Keras deep learning models. 

Dropping Unwanted Columns: Unwanted columns, 

such as identifiers or irrelevant features, are 

removed from the DataFrame to streamline the 

dataset and improve model performance. 
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Visualization using Seaborn&Matplotlib 

Seaborn&Matplotlib:Seaborn and Matplotlib 

libraries are utilized for data visualization tasks. 

These libraries offer a wide range of visualization 

techniques, including histograms, scatter plots, and 

heatmaps, to gain insights into the data distribution 

and relationships between variables. 

Label Encoding using LabelEncoder 

LabelEncoder: Categorical variables are encoded 

using the LabelEncoder from the scikit-learn 

library. This converts categorical labels into 

numerical representations, allowing for the use of 

categorical data in machine learning models. 

SelectPercentile using Mutual Info Classify: 

Feature selection is performed using the 

SelectPercentile method with Mutual Information 

Classification. This statistical method ranks 

features based on their predictive power regarding 

the target variable, enabling the selection of the 

most informative features for model training. 

e) TRAINING AND TESTING 

For training and testing the ensemble-learning-

based deep neural network (DNN) for attack 

classification of imbalanced intrusion data in IoT 

networks, the dataset is partitioned into training and 

testing sets. The training set is used to train the 

DNN ensemble model, which comprises multiple 

DNN models as base estimators. During training, 

class weights are applied to address the imbalance 

in the dataset, ensuring that the model learns from 

both minority and majority classes effectively. 

Once the ensemble model is trained, it is evaluated 

using the testing set to assess its performance in 

classifying attacks accurately. Performance metrics 

such as accuracy, precision, recall, F1-score, and 

false positive rate are calculated to measure the 

effectiveness of the model in detecting attacks 

while minimizing false positives. The testing phase 

validates the generalization capability of the 

ensemble DNN model and its ability to handle class 

imbalance in intrusion detection datasets specific to 

IoT networks. 

f) ALGORITHMS: 

CNN 

CNN,[12] or Convolutional Neural Network, is a 

deep learning architecture designed for processing 

structured grid-like data such as images. In the 

project, CNN is employed as a model for intrusion 

detection in IoT networks. It utilizes convolutional 

layers to extract features from network traffic data, 

followed by pooling layers for dimensionality 

reduction. The extracted features are then fed into 

fully connected layers for classification. CNN's 

[12] ability to automatically learn hierarchical 

representations of data makes it well-suited for 

identifying patterns in complex network traffic, 

thereby enhancing the accuracy of intrusion 

detection in the IoT environment. 

LSTM 

LSTM, or Long Short-Term Memory, is a type of 

recurrent neural network (RNN) architecture 

designed to model sequential data with long-term 

dependencies. In the project, LSTM[13] is utilized 

for intrusion detection in IoT networks. Unlike 

traditional feedforward neural networks, LSTM 

networks can retain information over long 

sequences, making them effective for analyzing 

time-series data such as network traffic. By 
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capturing temporal dependencies in the data, 

LSTM[13] enhances the accuracy of intrusion 

detection by effectively recognizing patterns and 

anomalies in the network behavior, thereby 

improving the overall security of IoT networks. 

CNN + LSTM 

CNN+LSTM[14] is a hybrid deep learning 

architecture combining Convolutional Neural 

Networks (CNN) and Long Short-Term Memory 

(LSTM) networks. In the project, this hybrid model 

is employed for intrusion detection in IoT 

networks. CNN is used to extract spatial features 

from network traffic data, while LSTM captures 

temporal dependencies within the sequences of 

extracted features. By integrating both spatial and 

temporal information, CNN+LSTM[14] enhances 

the model's capability to detect complex patterns 

and anomalies in network behavior, resulting in 

improved accuracy and robustness in intrusion 

detection, thereby enhancing the security of IoT 

networks. 

DNN 

DNN,[15] or Deep Neural Network, is a type of 

artificial neural network with multiple hidden 

layers between the input and output layers. In the 

project, DNN[15] is utilized as a standalone model 

for intrusion detection in IoT networks. DNN 

learns hierarchical representations of the input data, 

allowing it to capture complex relationships and 

patterns within the network traffic. By leveraging 

its deep architecture, DNN[15] effectively 

classifies network traffic into normal and attack 

categories, thereby enhancing the security of IoT 

networks by accurately detecting and mitigating 

potential threats and vulnerabilities. 

4. EXPERIMENTAL RESULTS 

Accuracy: The accuracy of a test is its ability to 

differentiate the patient and healthy cases correctly. 

To estimate the accuracy of a test, we should 

calculate the proportion of true positive and true 

negative in all evaluated cases. Mathematically, 

this can be stated as: 

 Accuracy = TP + TN TP + TN + FP + FN. 

 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 
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F1-Score: F1 score is a machine learning 

evaluation metric that measures a model's accuracy. 

It combines the precision and recall scores of a 

model. The accuracy metric computes how many 

times a model made a correct prediction across the 

entire dataset. 

 

 

Fig 6 COMPARISON GRAPHS OF  BOT-IOT 

DATASET 

 

Fig 7 COMPARISON GRAPHS OF  KDD-CUP 

DATASET 

 

Fig 8 COMPARISON GRAPHS OF  NSL KDD 

DATASET  

 

Fig 9 COMPARISON GRAPHS OF UNSW-NB15 

DATASET  

 

Fig 10 PERFORMANCE EVALUATION -BOT IOT 

DATASET 

Fig 11 PERFORMANCE EVALUATION -KDD CUP 

DATASET 
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Fig 12PERFORMANCE EVALUATION -NSL KDD 

DATASET 

Fig 13 PERFORMANCE EVALUATION -UNSW 

NB15 DATASET 

 

Fig 14 Home Page  

 

Fig 15 Sign Up  

 

Fig 16 Sign In  

 

Fig 17 NSL-KDD 

 

Fig 18 upload input data 

 

Fig 19 upload input data 
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Fig 20 upload input data 

 

Fig 21 Predict result 

 

 

Fig 22 Predict result 

 

 

Fig 23 Predict result 

 

 

Fig 24 KDD-CUP 

 

Fig 25 upload input data 

 

Fig 26 upload input data 

 

Fig 27 upload input data 
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Fig 28 Predict result 

 

Fig 29 Predict result 

5. CONCLUSION 

In conclusion, the proposed bagging classifier 

(BC)-based deep neural network (DNN) approach 

presents a promising solution for addressing class 

imbalance in intrusion detection datasets for IoT 

networks. By leveraging the strengths of deep 

learning and ensemble learning, the approach 

demonstrates enhanced performance in intrusion 

detection and classification across various datasets, 

as evidenced by promising f-score values. 

Additionally, the extension of incorporating deep 

learning models such as CNN and hybrid 

CNN+LSTM further elevates the accuracy and 

robustness of attack classification, particularly 

achieving remarkable 99% accuracy on the 

KDDCUP99 dataset. The integration of a Flask-

based front end simplifies testing and enhances 

user accessibility, providing a practical interface 

for system interaction. Overall, the study 

underscores the effectiveness of the proposed 

approach in tackling the challenges of intrusion 

detection in IoT networks, offering a valuable 

contribution to the field of network security. 

 

 

6. FUTURE SCOPE 

The feature scope for the attack classification of 

imbalanced intrusion data in IoT networks using an 

ensemble-learning-based deep neural network 

encompasses various aspects crucial for effective 

detection and mitigation of threats. It includes 

feature engineering techniques to extract relevant 

attributes from network traffic data, focusing on 

both spatial and temporal characteristics. Feature 

selection methods are employed to identify 

informative features that contribute to accurate 

attack classification. Additionally, the scope 

involves exploring ensemble learning techniques 

such as bagging and boosting to enhance model 

performance and robustness against class 

imbalance. Furthermore, the incorporation of deep 

neural network architectures, including 

convolutional neural networks (CNN) and long 

short-term memory (LSTM) networks, widens the 

scope to capture intricate patterns and anomalies in 

the network data. Overall, the feature scope 

encompasses a comprehensive approach to 

developing a sophisticated intrusion detection 

system tailored to the unique challenges of IoT 

networks. 
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waran/bot-iot-5-data 
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