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Abstract: The project centers around the 

development and utilization of deep generative 

learning models specifically tailored for Cloud 

Intrusion Detection Systems (IDS), aiming to address 

the challenge of effectively detecting unknown 

attacks within the cloud environment. The proposed 

solution involves leveraging two specific deep 

generative models: the conditional denoising 

adversarial autoencoder (CDAAE) and the hybrid 

model CDAAE-KNN, each serving a unique purpose 

in generating malicious samples. The conditional 

denoising adversarial autoencoder (CDAAE) is 

employed to generate targeted types of malicious 

samples, aiding in the augmentation of the dataset for 

training the cloud IDS. The hybrid model CDAAE-

KNN is utilized to generate malicious borderline 

samples, which are crucial in refining the IDS's 

accuracy by focusing on samples that reside near the 

decision boundary. The malicious samples generated 

by CDAAE and CDAAE-KNN are integrated with 

the original dataset, creating augmented datasets with 

a richer diversity of samples that encompass both 

specific malicious types and borderline cases. Three 

machine learning algorithms are trained on the 

augmented datasets to evaluate their effectiveness 

and performance in detecting intrusions within the 

cloud environment. This step aims to 

comprehensively analyze the impact of the generated 

samples on the IDS's accuracy and robustness.The 

project extends its capabilities with the integration of 

a Stacking Classifier, combining Extratree Classifier 

and LinearSVC with Logistic Regression, to enhance 

the accuracy and robustness of intrusion detection. 

This ensemble approach demonstrates superior 

performance in identifying potential security threats 

within cloud environments. 

Index terms -Cloud systems, conditional denoising 

adversarial autoencoder (CDAAE), deep learning, 

generative models, intrusion detection (ID). 

1. INTRODUCTION 

Due to the huge economic benefit, cloud computing 

mar- ket has been experiencing an unprecedented 

development over the last 5 years. Today, the global 

cloud computing market is worth $180B in revenue 

with the annual market growth of 24% [1]. 

Nevertheless, the wide adoption of cloud computing 

also resulted in the cloud systems being very 

vulnerable to many types of cyber attacks. The 

security of the cloud environment is therefore an 

increasing concern of both service providers and end 

users [2]. Among several approaches to protecting the 

cloud systems, intrusion detection systems (IDSs) 
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play a crucial role in early detecting and preventing 

security attacks [3]–[6].  

Recently, IDS researchers have paid more attention to 

developing techniques for handling distributed denial 

of service (DDoS) attacks [7]. This is due to the wide 

spread of DDoS attacks and serious impact they 

cause to the availability and the reputation of cloud 

providers. Among several DDoS attacks, low-rate 

attacks and application layer level or gateway level 

attacks are among the most dangerous attacks. These 

attacks often attempt to conceal themself by 

mimicking the normal network pattern. For example, 

DDoS low rate attacks inject low volume legitimate 

traffic at a very slow rate and these attacks can be 

conducted using a lesser number of machines.  

Since the traffic volume of these attacks is very low 

and they often appear to be legitimate, the traditional 

detection methods may fail to detect them [8]. 

Application layer attacks present another 

sophisticated version of DDoS attacks in which the 

attack traffic attempts to be more similar to normal 

user traffic and hence, pose a serious challenge in 

how they can be identified. Attackers often use the 

requests of legitimate users to hide the attacks. As a 

result, most of the defense techniques at the network 

layer and application layer fail to detect these attacks 

[9]. Moreover, these attacks can be executed using 

multiple protocols at the application layer, both 

connection oriented and connectionless, making them 

even more dangerous.  

There are two main techniques for identifying the 

malicious actions on the cloud environment: 1) 

nonmachine learning approaches and 2) machine 

learning approaches [10]. Nonmachine learning 

approaches [10] rely on the characteristics of cloud 

malicious behaviors to identify the attacks. The 

advantage of these methods is the short processing 

time and the ability to accurately detect previously 

known attacks. The shortcoming is that they highly 

depend on the knowledge about the signature of 

attacks and are unable to detect new/unknown types 

of attacks. Thus, machine learning-based approaches 

have been developed to overcome the limitation of 

nonmachine learning approaches. 

However, using machine learning to build a 

trustworthy and robust IDS on the cloud remains 

practically challenging. One of the reason is the rapid 

development of various and sophisticated cloud 

attacks. Another reason is the lack of labeled 

malicious samples to construct an effective machine 

learning model. On the cloud environments, majority 

of collected traffic samples are normal and only a few 

samples are intrusions. Subsequently, most of the 

intrusion datasets on the cloud are imbalanced. When 

being trained on the skewed datasets, the predictive 

model developed using conventional machine 

learning algorithms could be biased and hence 

inaccurate. This is because machine learning 

algorithms are usually designed to improve the 

accuracy by reducing the error. Thus, they do not 

take into account the class distribution/proportion or 

the balance of classes.  

A possible solution to address the above imbalance 

problem of cloud IDS datasets is collecting more 

malicious samples. However, on the cloud 

environments, collecting attack samples is extremely 

difficult due to the privacy and security concerns of 

cloud users [11]. Cloud providers tend to avoid 

divulging data that could compromise the privacy of 

their clients or privileged information of their 

systems. Therefore, resampling (oversampling and 
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undersampling) methods are often used to balance the 

skewed datasets [12]. Nevertheless, these techniques 

have some intrinsic drawbacks. While undersampling 

can potentially lose useful information, oversampling 

is prone to cause overfitting, when exact copies of the 

minority class are replicated randomly. Moreover, it 

does not really solve the fundamental “lack of data” 

problem. 

2. LITERATURE SURVEY 

Security challenges are still among the biggest 

obstacles when considering the adoption of cloud 

services. This triggered a lot of research activities, 

resulting in a quantity of proposals targeting the 

various cloud security threats. Alongside with these 

security issues, the cloud paradigm comes with a new 

set of unique features, which open the path toward 

novel security approaches, techniques, and 

architectures. This paper [2] provides a survey on the 

achievable security merits by making use of multiple 

distinct clouds simultaneously. Various distinct 

architectures are introduced and discussed according 

to their security and privacy capabilities and 

prospects. 

Internet of Things (IoT) has emerged as a cutting-

edge technology that is changing human life. The 

rapid and widespread applications of IoT, however, 

make cyberspace more vulnerable, especially to IoT-

based attacks in which IoT devices are used to launch 

attack on cyber-physical systems. Given a massive 

number of IoT devices (in order of billions), 

detecting and preventing these IoT-based attacks are 

critical. However, this task is very challenging due to 

the limited energy and computing capabilities of IoT 

devices and the continuous and fast evolution of 

attackers. [3] Among IoT-based attacks, unknown 

ones are far more devastating as these attacks could 

surpass most of the current security systems and it 

takes time to detect them and “cure” the systems. To 

effectively detect new/unknown attacks, in this 

article, we propose a novel representation learning 

method to better predictively “describe” unknown 

attacks, facilitating supervised learning-based 

anomaly detection methods. Specifically, we develop 

three regularized versions of autoencoders (AEs) to 

learn a latent representation from the input data [13, 

36, 37]. The bottleneck layers of these regularized 

AEs trained in a supervised manner using normal 

data and known IoT attacks will then be used as the 

new input features for classification algorithms. We 

carry out extensive experiments on nine recent IoT 

datasets to evaluate the performance of the proposed 

models. The experimental results demonstrate that 

the new latent representation can significantly 

enhance the performance of supervised learning 

methods in detecting unknown IoT attacks. We also 

conduct experiments to investigate the characteristics 

of the proposed models and the influence of 

hyperparameters on their performance. The running 

time of these models is about 1.3 ms that is pragmatic 

for most applications. 

To invade a cyber-physical system (CPS) 

successfully, hackers are prone to simultaneously 

launching multiple cyber attacks [2] on different 

sensors in a CPS. However, little attention has been 

paid to the problem of detecting multiple cyber 

attacks up to now. Therefore, in this paper [4], we 

deal with the problem on how to efficiently detect 

multiple cyber attacks aiming at different sensors in 

CPSs. To achieve the goal of simultaneously 

detecting both the number of attacks and the attacked 

sensors, we formulate this problem via a random 
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finite set (RFS) theory, and then apply an iterative 

RFS-based Bayesian filter and its approximation to 

solve the problem. Four numerical experiments with 

different attacks are provided, and the results have 

demonstrated the effectiveness of the RFS-based 

approach for the problem of multiple attacks 

detection in CPSs. 

In this paper [5], a deep neural network (DNN), a 

type of deep learning model, is explored to develop a 

flexible and effective IDS to detect and classify 

unforeseen and unpredictable cyberattacks. The 

continuous change in network behavior and rapid 

evolution of attacks makes it necessary to evaluate 

various datasets which are generated over the years 

through static and dynamic approaches. This type of 

study facilitates to identify the best algorithm which 

can effectively work in detecting future cyberattacks. 

A comprehensive evaluation of experiments of DNNs 

and other classical machine learning classifiers are 

shown on various publicly available benchmark 

malware datasets. The optimal network parameters 

and network topologies for DNNs [5] are chosen 

through the following hyperparameter selection 

methods with KDDCup 99 dataset [30, 31, 32]. All 

the experiments of DNNs are run till 1,000 epochs 

with the learning rate varying in the range [0.01-0.5]. 

The DNN model which performed well on KDDCup 

99 is applied on other datasets, such as NSL-KDD, 

UNSW-NB15, Kyoto, WSN-DS, and CICIDS 2017, 

to conduct the benchmark. Our DNN model learns 

the abstract and high-dimensional feature 

representation of the IDS data by passing them into 

many hidden layers. Through a rigorous experimental 

testing, it is confirmed that DNNs perform well in 

comparison with the classical machine learning 

classifiers. Finally, we propose a highly scalable and 

hybrid DNNs framework called scale-hybrid-IDS-

AlertNet which can be used in real-time to effectively 

monitor the network traffic and host-level events to 

proactively alert possible cyberattacks. 

The rapid increase in network traffic has recently led 

to the importance of flow-based intrusion detection 

systems processing a small amount of traffic data. 

Furthermore, anomaly-based methods, which can 

identify unknown attacks are also integrated into 

these systems. In this study, the focus is concentrated 

on the detection of anomalous network traffic (or 

intrusions) from flow-based data using unsupervised 

deep learning methods with semi-supervised learning 

approach [6]. More specifically, Autoencoder and 

Variational Autoencoder methods were employed to 

identify unknown attacks using flow features. In the 

experiments carried out, the flow-based features 

extracted out of network traffic data, including 

typical and different types of attacks, were used. The 

Receiver Operating Characteristics (ROC) and the 

area under ROC curve, resulting from these methods 

were calculated and compared with One-Class 

Support Vector Machine [7, 9]. The ROC curves 

were examined in detail to analyze the performance 

of the methods in various threshold values. The 

experimental results show that Variational 

Autoencoder performs, for the most part, better than 

Autoencoder and One-Class Support Vector 

Machine. 

Wireless sensor networks (WSNs) are commonly 

adopted by the Industrial Internet-of-Things (IIoT) 

scenarios due to their easy and fast deployment. 

However, WSNs are especially vulnerable to security 

attacks as reflexive packet flooding Denial of Service 

(DoS) may occur. Admission control and reputation-

based strategies are effective for attack detection. 
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However, mitigation strategies to deal with the 

effects of these attacks, such as congestion channel 

transmission is an open issue [7]. Additionally, the 

resource-constrained nature of nodes, such as the low 

bandwidth, limited memory, and battery within 

WSNs, poses a challenge to develop efficient 

mechanisms in such a scenario. To address this issue, 

we propose a distributed congestion control by duty-

cycle restriction (D-ConCReCT) to detect and 

mitigate DoS in IIoT. The main goal is to investigate 

its feasibility in large-scale networks, as well as its 

ability to reduce both the detection and mitigation 

times when compared to a previous centralized 

approach, the so-called congestion control by duty-

cycle restriction (ConCReCT). Our results indicate 

that D-ConCReCT may be applied in the mitigation 

of DoS attacks in a sensor network scenario with 500 

nodes. 

3. METHODOLOGY 

i) Proposed Work: 

The project utilizes CDAAE and CDAAE-KNN  [13, 

17] deep generative models to create additional 

malicious samples, enhancing the training dataset for 

three machine learning algorithms, resulting in an 

improved cloud-based Intrusion Detection System 

(IDS) with significantly enhanced accuracy, 

especially in the detection of challenging Distributed 

Denial of Service (DDoS) attacks [7, 9].The project 

extends its capabilities with the integration of a 

Stacking Classifier, combining Extratree Classifier 

and LinearSVC with Logistic Regression, to enhance 

the accuracy and robustness of intrusion detection. 

This ensemble approach demonstrates superior 

performance in identifying potential security threats 

within cloud environments. To improve user 

interaction and testing, a user-friendly Flask 

framework with SQLite integration is introduced. 

This facilitates seamless signup and signin processes, 

ensuring practical usability in cybersecurity 

applications. The combined use of advanced 

ensemble techniques and a user-friendly interface 

contributes to the project's effectiveness in addressing 

security challenges within cloud-based intrusion 

detection systems. 

ii) System Architecture: 

The project architecture for "Deep Generative 

Learning Models for Cloud Intrusion Detection 

Systems" follows a systematic approach. It begins 

with the exploration and preprocessing of the dataset, 

crucial for effective model training. The dataset is 

then split into training and testing sets, laying the 

foundation for model evaluation. The core model, 

built for cloud intrusion detection, is extended with a 

Stacking Classifier incorporating SVM [28] for 

enhanced performance. The evaluation phase 

rigorously assesses the model's performance, 

considering key metrics. This comprehensive system 

architecture ensures a robust intrusion detection 

system tailored for cloud environments, with the 

ensemble model enhancing accuracy and adaptability 

to dynamic cyber threats, as validated through 

meticulous evaluation and analysis of its overall 

performance. 
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Fig 1 Proposed architecture 

iii) Dataset collection: 

This project involves getting familiar with the 

datasets used in the project. Understanding the 

structure, features, and properties of the KDD CUP 

dataset and UNSW NB15 [43] dataset is crucial for 

effective data preprocessing and subsequent model 

training.The reason for using these datasets is to 

demonstrate the effectiveness of the proposed 

solutions in detecting attacks. 

KDD CUP DATASET  

The KDD-CUP (Knowledge Discovery and Data 

Mining Cup) dataset is a widely used dataset for 

intrusion detection system research. In the context of 

deep generative learning models for cloud intrusion 

detection systems, the KDD-CUP dataset serves as a 

foundational dataset for training and evaluating 

models. Deep generative models can utilize this 

dataset to learn intricate patterns and features from 

the network traffic data, aiding in the development of 

more sophisticated intrusion detection systems for 

cloud environments.  

 

Fig 2 KDD CUP dataset 

UNSW-NB15 DATASET  

The UNSW-NB15 dataset is a modern network 

traffic dataset designed to address some limitations of 

earlier datasets like KDD-CUP. In the context of 

deep generative learning models, the UNSW-NB15 

dataset is essential for enhancing intrusion detection 

capabilities in cloud environments. The dataset 

provides a more up-to-date and relevant set of 

network traffic data, which can be leveraged by deep 

generative learning models to extract intricate 

features and patterns to better detect intrusions and 

cyber threats in the cloud. 

 

Fig 3 UNSB NB15 dataset 

iv) Data Processing: 

Data processing involves transforming raw data into 

valuable information for businesses. Generally, data 

scientists process data, which includes collecting, 

organizing, cleaning, verifying, analyzing, and 

converting it into readable formats such as graphs or 
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documents. Data processing can be done using three 

methods i.e., manual, mechanical, and electronic. The 

aim is to increase the value of information and 

facilitate decision-making. This enables businesses to 

improve their operations and make timely strategic 

decisions. Automated data processing solutions, such 

as computer software programming, play a 

significant role in this. It can help turn large amounts 

of data, including big data, into meaningful insights 

for quality management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to 

use in model construction. Methodically reducing the 

size of datasets is important as the size and variety of 

datasets continue to grow. The main goal of feature 

selection is to improve the performance of a 

predictive model and reduce the computational cost 

of modeling. 

Feature selection, one of the main components of 

feature engineering, is the process of selecting the 

most important features to input in machine learning 

algorithms. Feature selection techniques are 

employed to reduce the number of input variables by 

eliminating redundant or irrelevant features and 

narrowing down the set of features to those most 

relevant to the machine learning model. The main 

benefits of performing feature selection in advance, 

rather than letting the machine learning model figure 

out which features are most important. 

vi) Algorithms: 

Random Forest is an ensemble of decision trees. It 

uses random subsets of data and features for each 

tree. The final prediction is a result of aggregating 

predictions from multiple trees. It's robust, accurate, 

and versatile for various machine learning tasks [4]. 

 

Fig 4 Random forest 

A decision tree is a flowchart-like structure where 

each internal node represents a feature, each branch 

represents a decision rule, and each leaf node 

represents an outcome or prediction for a given input 

based on the feature values. It's a popular algorithm 

used for classification and regression tasks in 

machine learning [45]. 

 

Fig 5 Decision tree 

A Support Vector Machine (SVM) is a supervised 

learning algorithm that finds the optimal hyperplane 

to best separate data points of different classes, 

maximizing the margin and improving classification 

accuracy. [45] 
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Fig 6 SVM 

Stacking, also known as stacked generalization or 

stacking ensemble, is an ensemble learning technique 

that combines multiple machine learning models to 

improve predictive performance. It leverages the 

predictions of base models (level-0 models) as 

features to train a higher-level model (meta-model or 

level-1 model). 

 

Fig 7 Stacking 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 

Fig 8 Precision comparison graph 

Recall:Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 
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Fig 9 Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 

Fig 10 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 

Fig 11 F1Score 

 

Fig 12 Performance Evaluation  

 

Fig 13 Home page 
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Fig 14 Signin page 

 

Fig 15 Login page 

 

Fig 16User input 
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Fig 17 Predict result for given input 

5. CONCLUSION 

The CDAAE and CDAAE-KNN models serve as 

effective solutions for addressing data imbalance in 

Intrusion Detection System (IDS) datasets  [42] 

within cloud environments. This is a crucial step in 

ensuring the accuracy and reliability of intrusion 

detection systems, particularly in cloud environments 

where diverse cyber threats may occur. These 

models, in particular, exhibit improved accuracy in 

detecting challenging Distributed Denial of Service 

(DDoS) attacks, including low-rate DDoS and 

application layer DDoS attacks [9, 19, 20]. Their 

effectiveness in identifying these sophisticated threats 

contributes to the overall robustness of the intrusion 

detection system, enhancing its capability to handle 

diverse and complex cyber threats. The project 

introduces ensemble techniques, such as the Stacking 

Classifier with Extratree Classifier + LinearSVC with 

LR, as an extension to the models. This ensemble 

approach demonstrates superior performance and 

robustness in intrusion detection. The diverse 

combination of classifiers within the ensemble 

enhances accuracy and adaptability, making it an 

effective solution for detecting intrusions in cloud 

environments. To enhance usability, the project 

incorporates a Flask-based user-friendly front end 

with secure authentication features. This ensures a 

practical and accessible solution for users interacting 

with the intrusion detection system. The integration 

of Flask and secure authentication adds a layer of 

robustness, making the system user-friendly while 

prioritizing data security, thus contributing to a 

comprehensive solution for intrusion detection in 

cloud environments. 

6. FUTURE SCOPE 

The future scope aims to further enhance the 

accuracy and effectiveness of cloud-based Intrusion 

Detection Systems (IDS) by employing 

advancements in deep generative learning models. 

This indicates a commitment to continuous 

improvement and refinement of the IDS for superior 

intrusion detection capabilities. Future efforts will 

focus on optimizing and fine-tuning the proposed 

models, CDAAE and CDAAE-KNN [13, 17]. This 

optimization will involve improving their ability to 

synthesize malicious samples, ultimately boosting the 

accuracy of the cloud IDS and making it more 

proficient in detecting a wide range of intrusions. The 

project envisions exploring additional deep learning 

techniques and algorithms beyond CDAAE and 

CDAAE-KNN. This exploration aims to broaden the 

horizons of the project by incorporating innovative 

methodologies to further enhance the detection and 

classification of unknown attacks within the cloud 

environment. The future scope emphasizes evaluating 

the proposed techniques on a larger and more diverse 

set of IDS datasets [11]. This validation process is 

essential for assessing the effectiveness and 

generalizability of the developed methods, ensuring 

that the project's contributions are applicable across a 

broad spectrum of real-world intrusion scenarios. 
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