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Abstract: Self-harm poses a significant global 

challenge, impacting both individuals and economies, 

with its prevalence escalating alongside technological 

advancements and urban expansion, particularly in 

developing countries. Traditional forecasting 

methods relying on historical data may prove 

inadequate in certain regions, hindering timely 

comprehension and projection of self-harm trends. To 

address this gap, the FAST project utilizes social 

media data and a suite of machine learning 

algorithms, including ARIMA, Bayesian Ridge, 

SVR, XGBoost, Random Forest, CatBoost, Decision 

Tree, and Voting Regressor. By leveraging these 

advanced techniques, FAST offers real-time insights 

into emerging self-harm trends, complementing 

conventional forecasting approaches. Moreover, the 

project employs ensemble methods to enhance 

predictive accuracy, combining the strengths of 

individual models for a more robust analysis. This 

innovative approach enables a deeper understanding 

of the complex interplay between behaviors and 

societal influences driving self-harm, empowering 

policymakers and stakeholders with actionable 

insights to implement proactive interventions on a 

global scale. 

Index Terms: Self-harm, nowcasting, forecasting, 

online social networks, cross-lingual text 

classification. 

1. INTRODUCTION 

Self-harm, characterized by intentional self-poisoning 

or self-injury regardless of suicidal intent, presents a 

significant global public health concern [1]. While its 

prevalence is evident across diverse demographic 

groups, it notably affects developing countries at an 

alarming rate [2]. Studies have revealed a staggering 

77% of suicide cases occurring in low- and middle-

income countries, a trend closely linked to rapid 

technological advancements and urbanization in these 

regions [3,4]. 

The ramifications of self-harm extend beyond 

individual suffering to substantial economic burdens, 

primarily due to diminished long-term labor 

productivity [5]. Therefore, effective monitoring and 

forecasting of self-harm trends at the population level 

are crucial for informing timely interventions and 

policy decisions [6]. Understanding the underlying 

factors driving self-harm behaviors and predicting 

future trends is imperative for implementing targeted 

strategies aimed at prevention and intervention [7]. 
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Monitoring and forecasting self-harm trends pose 

challenges rooted in data availability and 

methodological approaches. Traditional methods 

relying on administrative reports from healthcare 

facilities suffer from delays in data collection and 

reporting, impeding timely intervention efforts [8]. 

Moreover, these approaches may offer only a partial 

view of self-harm behaviors, overlooking nuances in 

motivation and context [9]. 

Historical statistics alone may not capture the 

intricate interplay of individual and external factors 

influencing self-harm behaviors [10]. Recent research 

has underscored limitations in using Google Trends 

data as a proxy measure for self-harm behaviors, 

citing concerns about its reliability and 

generalizability [11]. The undisclosed algorithm 

governing Google Trends data and assumptions about 

user behavior present significant challenges to its 

utility as a reliable indicator of self-harm trends [12]. 

Advancements in machine learning techniques 

present new opportunities for enhancing the 

monitoring and forecasting of self-harm trends. By 

leveraging social media data and advanced 

algorithms, researchers can gain real-time insights 

into self-harm behaviors and sentiments [13]. 

Machine learning models such as ARIMA, Bayesian 

Ridge, SVR, XGBoost, Random Forest, CatBoost, 

Decision Tree, and Voting Regressor have shown 

promise in predicting self-harm trends with greater 

accuracy [14]. 

The FAST project exemplifies the potential of 

machine learning and social media data in enhancing 

self-harm forecasting capabilities [15]. By combining 

multiple prediction models and leveraging ensemble 

methods, FAST provides robust and timely 

predictions of self-harm trends at the national level 

[16]. Furthermore, the project underscores the 

importance of incorporating diverse data sources and 

methodologies to improve the reliability and validity 

of forecasting models [17]. 

Accurate monitoring and forecasting of self-harm 

trends have significant implications for public health 

policy and practice. Timely identification of 

emerging trends enables policymakers to implement 

targeted interventions and allocate resources 

effectively [18]. By understanding the underlying 

drivers of self-harm behaviors, policymakers can 

develop tailored strategies aimed at prevention and 

early intervention [19]. 

Improved forecasting capabilities facilitate proactive 

policymaking, enabling policymakers to anticipate 

future trends and implement preventive measures 

accordingly [20]. By leveraging machine learning 

algorithms and social media data, policymakers can 

gain real-time insights into self-harm behaviors and 

sentiments, informing timely intervention efforts 

[21]. 

Monitoring and forecasting self-harm trends are 

critical endeavors with significant implications for 

public health policy and practice. While traditional 

approaches face limitations, advancements in 

machine learning techniques and social media data 

offer new avenues for improvement [22]. 

By leveraging diverse data sources and advanced 

algorithms, researchers can gain real-time insights 

into self-harm behaviors and sentiments. The FAST 

project showcases the potential of machine learning 

and social media data in enhancing self-harm 

forecasting capabilities [23]. 
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Moving forward, it is essential to continue exploring 

innovative approaches that leverage emerging 

technologies and data sources to improve our 

understanding of self-harm behaviors and enhance 

forecasting capabilities [24]. By doing so, we can 

empower policymakers and public health 

stakeholders to implement targeted interventions and 

allocate resources effectively, ultimately reducing the 

burden of self-harm on individuals and societies. 

2. LITERATURE SURVEY 

Self-harm, defined as intentional self-poisoning or 

self-injury irrespective of suicidal intent, is a complex 

and multifaceted phenomenon that has garnered 

significant attention in the field of mental health 

research [1]. This literature survey aims to provide a 

comprehensive overview of recent studies 

investigating risk factors, predictive models, and 

correlates of self-harm behavior, as well as the role of 

social media in understanding and predicting self-

harm. 

Chan et al. conducted a systematic review to identify 

risk factors and risk scales for predicting suicide 

following self-harm [16]. The study highlighted 

various factors associated with an increased risk of 

suicide, including previous self-harm attempts, 

psychiatric diagnoses, substance abuse, and 

demographic characteristics. The authors emphasized 

the importance of developing robust risk assessment 

tools to identify individuals at heightened risk of 

suicide following self-harm, thereby facilitating 

targeted interventions and support. 

Edgcomb et al. investigated the predictive factors of 

suicidal behavior and self-harm following general 

hospitalization of adults with serious mental illness 

[21]. The study identified several clinical and 

demographic variables associated with an elevated 

risk of suicidal behavior, including psychiatric 

comorbidities, history of self-harm, and social 

support. The findings underscored the importance of 

comprehensive risk assessment and tailored 

intervention strategies for individuals with serious 

mental illness transitioning from hospital to 

community settings. 

Favril et al. conducted a systematic review and meta-

analysis to identify risk factors for self-harm among 

incarcerated individuals [22]. The study identified 

several risk factors associated with self-harm in 

prison, including younger age, history of self-harm or 

suicide attempts, psychiatric disorders, and substance 

abuse. The authors emphasized the need for targeted 

interventions and mental health support services to 

mitigate the risk of self-harm among vulnerable 

prison populations. 

Fliege et al. conducted a systematic review to 

examine risk factors and correlates of deliberate self-

harm behavior [24]. The study identified various 

individual, social, and environmental factors 

associated with self-harm, including psychiatric 

disorders, childhood trauma, social isolation, and 

interpersonal difficulties. The authors highlighted the 

complex interplay of risk factors and emphasized the 

importance of multifaceted intervention approaches 

targeting underlying psychosocial vulnerabilities. 

George explored the role of social media content in 

influencing teenagers' risks for self-harm [28]. The 

study examined the impact of exposure to self-harm 

content on social media platforms and its association 

with increased risk behaviors among adolescents. The 

findings underscored the need for targeted 
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interventions to mitigate the negative effects of 

online content on teenagers' mental health and well-

being. 

Gollapalli et al. developed a predictive model to 

identify suicide risk by tracking self-harm aspects in 

tweets [32]. The study utilized natural language 

processing techniques to analyze Twitter data and 

identify linguistic markers associated with self-harm 

behaviors. The findings demonstrated the potential 

utility of social media data in predicting suicide risk 

and informing targeted intervention strategies for at-

risk individuals. 

Gratz conducted an empirical and conceptual review 

of risk factors for and functions of deliberate self-

harm [33]. The study identified various intrapersonal, 

interpersonal, and environmental factors associated 

with self-harm, as well as different functions served 

by self-injurious behaviors. The findings highlighted 

the complex nature of self-harm and underscored the 

importance of addressing underlying psychosocial 

factors in intervention approaches. 

Hawton et al. conducted a long-term follow-up study 

to examine suicide risk following deliberate self-

harm [34]. The study followed individuals who 

presented to a general hospital following self-harm 

and found a significantly elevated risk of suicide 

compared to the general population. The findings 

underscored the importance of ongoing monitoring 

and support for individuals with a history of self-

harm to prevent future suicide attempts. 

Overall, the literature reviewed highlights the 

multifaceted nature of self-harm and the complex 

interplay of individual, social, and environmental 

factors influencing self-injurious behaviors. The 

studies underscore the importance of comprehensive 

risk assessment, targeted intervention strategies, and 

ongoing support for individuals at risk of self-harm 

and suicide. Additionally, emerging research on the 

role of social media in understanding and predicting 

self-harm behaviors holds promise for informing 

preventive efforts and supporting at-risk individuals 

in online environments. 

3. METHODOLOGY 

a) Proposed Work: 

The proposed work aims to integrate various 

regression models, including ARIMA[37], SVR[13], 

XGBoost[18], Random Forest[36], Bayesian 

Ridge[39], and CatBoost[40], with mental signal data 

extracted from social media. By leveraging diverse 

machine learning algorithms and real-time social 

media data, the system seeks to accurately predict 

national-level self-harm trends. Performance metrics 

such as Mean Absolute Error (MAE), Mean Squared 

Error (MSE), and Root Mean Squared Error (RMSE) 

will be employed to evaluate the effectiveness of 

each algorithm in forecasting self-harm trends. 

Through rigorous comparative analysis, the study 

aims to identify the most efficient algorithm for 

predicting self-harm trends at the population level. 

This research holds promise for enhancing our 

understanding of self-harm behaviors and informing 

timely interventions and policy decisions aimed at 

mitigating the burden of self-harm on individuals and 

societies. 

b) System Architecture: 
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Fig 1 Proposed Architecture 

The system architecture begins with input data 

sourced from Twitter, focusing on tweets related to 

self-harm activities such as injury and death. 

Preprocessing of this data involves image processing 

using Image Data Generator to extract training 

features and labels for injury and death, followed by 

shuffling. The dataset is then split into training and 

testing sets. Seven algorithms, namely ARIMA[37], 

Bayesian Ridge[39], SVR[13], XGBoost[18], 

Random Forest[36], CatBoost[40], and Decision 

Tree[38], are employed for self-harm prediction.  

Performance evaluation is conducted using metrics 

such as Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and Mean Absolute 

Percentage Error (MAPE) to assess the accuracy of 

each algorithm. Finally, the system generates 

predictions for self-harm trends based on the trained 

models. This architecture allows for comprehensive 

analysis and prediction of self-harm activities using 

social media data, providing valuable insights for 

public health intervention and policy-making. 

c) Dataset: 

The "selfharm_and_mental_signals" dataset 

comprises a collection of structured data related to 

self-harm incidents and associated mental signals 

extracted from various sources, likely including 

social media platforms such as Twitter. The dataset 

encompasses a range of features that capture different 

aspects of self-harm behaviors and mental health 

indicators, allowing for comprehensive analysis and 

exploration. 

Key variables in the dataset may include information 

about self-harm events such as the type of self-harm 

(e.g., self-poisoning or self-injury), severity of harm, 

location and time of occurrence, and demographic 

characteristics of individuals involved. Additionally, 

the dataset likely contains mental signals derived 

from text analysis of social media posts, capturing 

sentiments, emotions, and other psychological 

indicators associated with self-harm behaviors. 

Exploring this dataset offers insights into the 

prevalence, patterns, and potential predictors of self-

harm incidents, as well as the emotional and 

psychological states of individuals engaging in self-

harm behaviors. Such exploration can inform the 

development of predictive models, intervention 

strategies, and public health policies aimed at 

reducing the incidence and impact of self-harm on 

individuals and communities. 

 

Fig 2 Dataset 

d) Data Processing: 

Importing Data: Initially, the dataset is imported into 

a pandas dataframe, facilitating easy manipulation 
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and exploration of the data. This step allows 

researchers to access and analyze the various features 

and observations contained within the dataset 

efficiently. 

Reshaping with NumPy: NumPy is employed to 

reshape the data when necessary, ensuring that it 

conforms to the required format for subsequent 

analysis and modeling tasks. Reshaping may involve 

converting the data into arrays or matrices suitable 

for use with machine learning algorithms. 

Dropping Unwanted Columns: Columns that do not 

contribute to the analysis or contain redundant 

information are removed from the dataframe. This 

step helps streamline the dataset and reduce 

computational overhead by eliminating unnecessary 

features that may hinder model performance. 

Normalization of Training Data: The training data is 

normalized using techniques such as Min-Max 

scaling or Z-score normalization. Normalization 

standardizes the range of values across different 

features, preventing certain variables from 

dominating the model training process and ensuring 

convergence during optimization. This step enhances 

the effectiveness of the predictive modeling process 

by improving the stability and performance of the 

trained models. 

e) Training & Testing: 

Determine Split Ratio: Decide on the ratio or 

proportion of the dataset to allocate to the training 

and testing sets. Common split ratios include 70/30, 

80/20, or 90/10, with the majority of the data 

typically allocated to the training set. 

Randomization: To ensure unbiased sampling, 

randomly shuffle the dataset before splitting it into 

train and test sets. Randomization helps prevent any 

systematic patterns or biases in the data distribution 

from affecting the performance of the predictive 

model. 

Splitting the Data: Use a function or method 

provided by machine learning libraries such as scikit-

learn to split the dataset into training and testing sets. 

Specify the desired split ratio, and the function will 

partition the data accordingly. 

Assign Variables: Create variables to store the 

training features, training labels, testing features, and 

testing labels. The training features and labels will be 

used to train the model, while the testing features and 

labels will be used to evaluate its performance. 

Verify Split: Verify that the data has been split 

correctly by checking the dimensions of the training 

and testing sets. The training set should contain the 

majority of the data, while the testing set should be a 

smaller subset used for evaluation. 

Optional: Consider additional steps such as stratified 

sampling if the dataset is imbalanced, ensuring that 

each class is represented proportionally in both the 

training and testing sets. 

By following these steps, you can effectively split the 

dataset into training and testing sets, facilitating the 

development and evaluation of predictive models for 

forecasting self-harm trends. 

f) Algorithms: 

Autoregressive Integrated Moving 

Average:ARIMA is a time series forecasting method 
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that models the relationship between a time series 

dataset and its lagged values. It comprises three main 

components: autoregression (AR), differencing (I), 

and moving average (MA). ARIMA[37] is effective 

for capturing linear dependencies and trends in 

stationary time series data. 

Random Forest: Random Forest is an ensemble 

learning method that constructs multiple decision 

trees during training and outputs the mode of the 

classes or the mean prediction of the individual trees 

for regression tasks.[36] It improves prediction 

accuracy and reduces overfitting by aggregating 

predictions from a multitude of decision trees trained 

on random subsets of the data. 

XGBoost (Extreme Gradient Boosting): XGBoost 

is an optimized implementation of gradient boosting 

machines, which sequentially trains a series of weak 

learners (typically decision trees) to minimize a 

predefined loss function.[18] It employs a gradient 

descent algorithm to optimize the model parameters 

and performs regularization to prevent overfitting, 

resulting in high prediction accuracy. 

CatBoost: CatBoost is a gradient boosting library 

that is particularly adept at handling categorical 

features without requiring extensive 

preprocessing.[40] It utilizes a modified version of 

the gradient boosting algorithm that incorporates 

novel techniques such as ordered boosting and 

oblivious trees, resulting in improved performance 

and faster training times. 

Bayesian Ridge: Bayesian Ridge regression is a 

linear regression method that incorporates Bayesian 

principles to estimate the model parameters.[39] It 

assumes a Gaussian prior distribution over the model 

parameters and computes the posterior distribution 

using Bayesian inference techniques. Bayesian Ridge 

regression is robust to multicollinearity and outliers 

and provides uncertainty estimates for the model 

predictions. 

Support Vector Regression (SVR): SVR is a 

supervised learning algorithm that applies the 

principles of support vector machines (SVMs) to 

regression tasks.[13] It seeks to find the hyperplane 

that best fits the data while maximizing the margin 

between the hyperplane and the closest data points. 

SVR is effective for handling non-linear relationships 

in the data and is robust to overfitting, especially in 

high-dimensional feature spaces. 

Decision Tree: Decision Tree is a non-parametric 

supervised learning method that recursively partitions 

the feature space into subsets based on the values of 

input features.[38] It selects the feature that best 

separates the data at each node using metrics such as 

Gini impurity or information gain. Decision trees are 

interpretable, robust to outliers, and capable of 

capturing non-linear relationships in the data. 

4. EXPERIMENTAL RESULTS 

 

Fig 3 Performance Evaluation Table - Prediction 

Type Injury 
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Fig 4 Performance Evaluation Table - Prediction 

Type Death 

 

Fig 5 ARIMA injury prediction graph 

 

Fig 6 ARIMA death prediction graph 

 

Fig 7 Bayesian Ridge injury prediction graph 

 

Fig 8 Bayesian ridge death prediction 
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Fig 9 Linear SVR injury prediction graph 

 

Fig 10 Linear SVR death prediction graph 

 

Fig 11 XGBoost injury prediction graph 

 

Fig 12 XGBoost death prediction graph 
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Fig 13 Random Forest injury prediction graph 

 

Fig 14 Random Forest death prediction graph 

 

Fig 15 CatBoost injury prediction graph 

 

Fig 16 CatBoost death prediction graph 
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Fig 17 Extension Decision Tree injury prediction 

graph 

 

Fig 18 Extension Decision Tree death prediction 

graph 

 

Fig 19 Home Page 

 

Fig 20 Registration Page 

 

Fig 21Login Page 

 

Fig 22 Upload Input Data 

 

Fig 23 Final Outcome 
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5. CONCLUSION 

In conclusion, the FAST project represents a 

pioneering effort in forecasting national self-harm 

trends through the integration of social media 

analysis and machine learning techniques. By 

leveraging a diverse array of machine learning 

algorithms, including ARIMA[37], SVR[13], 

XGBoost[18], Random Forest[36], Bayesian 

Ridge[39], and CatBoost[40], we aimed to capitalize 

on their unique strengths in handling various aspects 

of the data.  

Our extension of the Decision Tree algorithm 

emerged as particularly noteworthy, demonstrating 

superior accuracy and robustness compared to other 

methods. Its ability to effectively capture complex 

data relationships significantly enhanced the 

prediction of self-harm trends. 

Furthermore, the development of a user-friendly 

Flask interface streamlined the process of inputting 

self-harm indicators, facilitating more accessible and 

accurate injury and death rate predictions for 

stakeholders. This interface enhances the accessibility 

of our findings, empowering policymakers with real-

time insights into self-harm trends and enabling 

proactive interventions to reduce incidents and 

improve mental well-being within communities. 

Overall, the FAST project represents a critical step 

forward in the realm of public health intervention, 

offering a valuable tool for policymakers and 

stakeholders to address the growing challenge of self-

harm effectively. Through continued refinement and 

expansion, this framework has the potential to make 

substantial contributions to the mitigation of societal 

impacts associated with self-harm. 

6. FUTURE SCOPE  

Looking ahead, the FAST project lays a solid 

foundation for future advancements and innovations 

in the domain of self-harm prediction and 

intervention. One promising avenue for further 

exploration lies in the continued refinement and 

optimization of machine learning algorithms. While 

the Decision Tree extension demonstrated superior 

performance in our study, there is room for further 

enhancement and exploration of other advanced 

machine learning techniques, such as deep learning 

models. These models have shown remarkable 

capabilities in capturing complex patterns and 

relationships in data, and their application to self-

harm prediction could yield even more accurate and 

reliable results. 

Additionally, future research efforts could focus on 

expanding the scope of data sources and features 

utilized in the forecasting process. While we 

primarily leveraged social media data in our analysis, 

incorporating other types of online content, such as 

news articles, forums, or multimedia content, could 

provide a more comprehensive understanding of self-

harm trends and associated risk factors. Moreover, 

exploring the integration of demographic, socio-

economic, and environmental data could further 

enrich the predictive models and enable more 

targeted interventions tailored to specific populations 

and contexts. 

Furthermore, the development of innovative tools and 

platforms to facilitate data collection, analysis, and 

dissemination of insights is another promising 

direction for future research. Enhancements to the 

user interface, incorporation of real-time data 

streams, and integration with existing public health 
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systems could enhance the accessibility and usability 

of the FAST framework for policymakers, healthcare 

professionals, and other stakeholders. By fostering 

collaboration and interdisciplinary research, we can 

continue to advance our understanding of self-harm 

and develop effective strategies to prevent and 

mitigate its impact on individuals and communities. 
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