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ABSTRACT: The project aims to address practical 

challenges encountered in smart city applications, 

particularly in parking occupancy detection, 

through the utilization of deep neural networks. By 

focusing on enhancing the accuracy and efficiency 

of parking occupancy detection systems, the project 

proposes a modified YOLO-v5 architecture tailored 

specifically for detecting vehicles, including small 

and tiny vehicles. This model incorporates a multi-

scale mechanism to learn deep discriminative 

feature representations at different scales, 

automatically determining the most suitable scales 

for detecting objects, particularly vehicles, within a 

scene. The proposed model reduces the number of 

trainable parameters compared to the original 

YOLO-v5 architecture while significantly 

improving precision. Experimental results 

demonstrate improved performance, with a slight 

reduction in parameters and enhanced detection 

speed compared to existing YOLO-v5 profiles. 

Notably, the tiny vehicle detection performance is 

significantly enhanced, demonstrating a 33% 

improvement compared to the YOLO-v5-X profile. 

The project suggests further exploration of 

techniques such as YOLO-v5 + Ghost CNN to 

potentially achieve even higher mean average 

precision (mAP). Additionally, an extension to the 

project involves building a user-friendly front end 

using the Flask framework for seamless user testing 

with authentication. 

Index Terms: Vehicle Detection, Tiny-YOLO, 

Multi-Scale CNN, Detection System 

1. INTRODUCTION: 

The ever-increasing urban population has led to a 

critical need for efficient management of city 

resources in large cities. To address this challenge, 

the concept of a smart city has emerged, focusing 

on the exploitation of city resource data [1]. 

Among the myriad challenges faced by large cities, 

enhancing the driving experience stands out as a 

key objective, encompassing traffic control, 

surveillance, and parking guidance to improve 

mobility [2]. Finding parking spaces is particularly 

time-consuming for drivers, leading to increased 

travel distances and environmental pollution [3]. 

Moreover, inefficiencies in large parking areas 

exacerbate traffic congestion issues [4]. 

Traditionally, parking spot occupancy has been 

managed using sensors, but magnetometer-based 

sensors have limitations such as decreased battery 

life and incompatibility with modern vehicles 

lacking ferromagnetic parts. As a result, computer 

vision and deep learning technologies offer 

promising alternatives using smart cameras to 

monitor parking spaces [5]-[8]. However, existing 

techniques lack generalizability, making adaptation 

to different parking lots challenging. Consequently, 

detecting vacant parking spaces based solely on 
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visual information remains a significant research 

challenge. 

The project's primary focus is on detecting vehicles 

within expansive parking areas, emphasizing the 

challenge of accurately identifying available 

parking spaces among parked vehicles. 

Specifically, the project aims to enhance the 

detection of small vehicles by integrating YOLO 

(You Only Look Once), a fast object detection 

algorithm, with Multi-Scale Convolutional Neural 

Networks (CNNs) in a model termed T-YOLO. 

This fusion seeks to improve accuracy in 

recognizing and pinpointing tiny vehicles across 

various environments or scenarios, potentially 

overcoming limitations encountered by standard 

YOLO models in detecting smaller objects. 

Traditional detection models face obstacles in 

accurately identifying small vehicles within 

complex scenes due to their diminutive size, 

diverse orientations, and potential obstructions or 

overlaps with other objects. T-YOLO addresses 

these challenges by modifying the YOLO 

architecture to integrate Multi-Scale CNNs, 

enhancing the model's ability to capture and 

interpret features across different scales and refine 

its capacity to precisely locate and distinguish 

small vehicles within scenes. 

2. LITERATURE SURVEY 

The development of smart cities has become a focal 

point in urban planning and technology 

implementation, aiming to address various 

challenges faced by urban areas through the 

integration of advanced technologies such as deep 

learning and Internet of Things (IoT) big data 

analytics [1]. Among the key areas of interest in 

smart city development is the optimization of 

parking solutions, which plays a crucial role in 

enhancing urban mobility and resource 

management [2]. Traditional parking management 

methods have been associated with inefficiencies 

and environmental concerns, underscoring the need 

for innovative approaches to parking occupancy 

detection and management [3]. 

One notable approach proposed by Amato et al. is 

the utilization of deep learning techniques for 

decentralized parking lot occupancy detection [5]. 

This study highlights the potential of neural 

networks, particularly deep learning algorithms, in 

accurately detecting and monitoring parking 

occupancy across various locations within a city. 

By leveraging deep learning, the proposed solution 

offers a decentralized approach to parking 

management, enabling more efficient resource 

allocation and utilization. 

Similarly, Tekouabou et al. explored the integration 

of IoT technologies and ensemble-based models to 

improve parking availability prediction in smart 

cities [6]. By combining data from IoT sensors with 

advanced machine learning techniques, the study 

demonstrates the effectiveness of ensemble 

learning in enhancing the accuracy of parking 

availability predictions. This integrated approach 

leverages the strengths of both IoT and machine 

learning technologies to provide real-time insights 

into parking availability, thereby optimizing 

parking management processes. 

In addition to IoT and machine learning, the role of 

smart connected parking lots based on secured 

multimedia IoT devices was emphasized by 

Merzoug et al. [7]. This study underscores the 

importance of security and connectivity in modern 

parking solutions, highlighting the potential of 

smart connected infrastructure to improve parking 

management efficiency and user experience. By 

integrating multimedia IoT devices into parking 
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infrastructure, the proposed solution enables real-

time monitoring and management of parking 

facilities, enhancing overall operational efficiency 

and security. 

Advancements in machine learning, particularly 

convolutional neural networks (CNNs), have also 

shown promise in addressing object detection tasks 

relevant to parking management. Dos Santos de 

Arruda et al. presented a CNN-based approach for 

counting and locating high-density objects, 

showcasing the applicability of deep learning in 

identifying and tracking objects in complex 

environments [8]. By leveraging CNNs, the 

proposed solution offers a robust and efficient 

method for detecting and tracking vehicles within 

parking lots, thereby facilitating more accurate 

parking occupancy estimation and management. 

Overall, the literature survey highlights the 

growing interest and importance of leveraging 

advanced technologies such as deep learning, IoT, 

and ensemble-based models to enhance parking 

management in smart cities. These approaches 

offer innovative solutions to address parking 

challenges, improve urban mobility, and contribute 

to the development of sustainable and efficient 

urban environments. By integrating cutting-edge 

technologies and methodologies, researchers and 

practitioners are paving the way for smarter and 

more efficient parking solutions in the context of 

smart city development. 

3. METHODLOGY 

a) Proposed work: 

The proposed work aims to further enhance the T-

YOLO system's capabilities in vehicle detection, 

focusing on refining its performance for detecting 

small vehicles in large parking areas. This will 

involve fine-tuning the multi-scale mechanism 

integrated into the YOLO-v5 architecture to 

optimize feature learning at different scales, 

thereby improving detection accuracy for tiny 

vehicles. Additionally, efforts will be directed 

towards exploring advanced YOLO techniques, 

such as YOLOv5x, to push the model's 

performance even further, potentially exceeding the 

current 97% mean Average Precision (mAP). 

Furthermore, the development of a more intuitive 

Flask-based front end will be undertaken to 

enhance user engagement and simplify testing 

processes, particularly for fine-grained object 

detection tasks. Finally, enhancing system security 

through robust authentication measures will be 

prioritized to ensure controlled access and 

adaptability to environments with strict security 

requirements. 

b) System Architecture: 

The system architecture begins with data 

exploration of the PKLot dataset to understand its 

characteristics and distribution. Image processing 

techniques are applied to preprocess the dataset, 

including tasks like resizing, normalization, and 

noise reduction. Data augmentation methods such 

as rotation, flipping, and scaling are employed to 

augment the dataset, increasing its diversity and 

robustness.  

Next, the model building and training phase 

involves selecting a suitable deep learning 

architecture such as Convolutional Neural 

Networks (CNNs) and training it on the augmented 

dataset. This phase includes configuring the model 

architecture, compiling it with appropriate loss 

functions and optimizers, and training it using the 

augmented dataset. 

Once the model is trained, it is used for prediction 

on new or unseen data. This involves inputting the 
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images into the trained model and obtaining 

predictions regarding parking lot occupancy. 

Overall, the system architecture consists of four 

main stages: dataset exploration, image processing, 

data augmentation, model building and training, 

and prediction. Each stage contributes to the 

development of an accurate and reliable system for 

parking lot occupancy detection. 

 

Fig 1 Proposed Architecture 

Dataset collection:  

The dataset used for training and validating the 

proposed model is PKLot 1, which comprises a 

folder structure based on parking locations, 

meteorological states, and specific days. From this 

dataset, a subset containing 4474 images from the 

cenital plane (PUCPR) was selected. These images 

contain approximately 100 parking spots, with each 

spot annotated with bounding boxes indicating 

occupancy, resulting in a total of 424269 tagged 

spots.  

To prepare the dataset for training and validation, a 

procedure was followed. Occupied parking spots 

were used as annotations for localization (bounding 

boxes) and classification (vehicle or no vehicle). A 

mask was applied to include only the area where 

tagged cars were present, excluding non-tagged 

cars. This process essentially defines a region of 

interest within the monitored/tagged area. 

Additionally, PKLot format annotations were 

adapted and translated into COCO format 

annotations to facilitate compatibility with the 

YOLO-v5 model. 

 

Fig 2 SAMPLE DATASET  

c) Loading the pre-trained model 

Loading and utilizing pre-trained models is a 

common practice in deep learning tasks, offering 

benefits like reduced training time and improved 

performance. In this project, the pre-trained model 

is loaded by reading its network layers, enabling 

access to its architecture and parameters. The 

process involves extracting the output layers, which 

are crucial for making predictions or performing 

further operations. 

The pre-trained model used in this project serves as 

a foundation, leveraging knowledge learned from 

large datasets to enhance performance on specific 

tasks, such as vehicle detection in parking areas. By 

fine-tuning this model with domain-specific data, 

the project can tailor it to effectively detect vehicles 

in parking images. This approach accelerates the 

development process and ensures that the model 

starts with a solid foundation, allowing for efficient 

adaptation to the target task. 

d) Data Augmentation 

Data augmentation plays a pivotal role in deep 

learning tasks by artificially expanding the dataset, 
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thereby improving model generalization and 

robustness. In this project, several augmentation 

techniques are employed to enhance the diversity 

and variability of the training data. 

Firstly, randomizing the image involves 

introducing random variations such as changes in 

brightness, contrast, or hue. This randomness helps 

the model learn to tolerate variations in input 

images encountered during inference. 

Rotation is another augmentation technique used to 

simulate different viewpoints of objects within the 

images. By rotating the images at various angles, 

the model becomes more adept at recognizing 

objects from different orientations. 

Lastly, transforming the image involves applying 

geometric transformations such as scaling, 

shearing, or flipping. These transformations further 

increase the variability of the dataset, enabling the 

model to learn invariant representations of the 

objects regardless of their spatial transformations. 

Overall, data augmentation enhances the model's 

ability to generalize to unseen data and improves its 

performance on real-world tasks. 

e) Image processing: 

Image processing for the PKLot dataset involves 

several key steps to prepare the data for model 

training and validation. First, the image and 

annotation files are appended together to establish 

the association between the images and their 

corresponding annotations. Next, the images are 

converted from BGR to RGB format to ensure 

compatibility with deep learning frameworks 

commonly used for object detection tasks. 

Subsequently, a mask is created to isolate the area 

containing tagged cars, excluding non-tagged 

vehicles from the analysis. This step focuses the 

model's attention on relevant regions within the 

images. Finally, the images are resized to a 

standardized resolution, ensuring consistency 

across the dataset and facilitating efficient model 

training and prediction. These image processing 

steps collectively enhance the quality and usability 

of the dataset for training the proposed model on 

parking spot occupancy detection. 

f) Algorithms: 

YOLOV5 MODEL 

YOLO V5 is a real-time object detection algorithm 

that operates by dividing the input image into a grid 

and predicting bounding boxes and class 

probabilities for each grid cell. It utilizes a 

convolutional neural network to simultaneously 

predict multiple bounding boxes and their 

associated class probabilities in a single pass 

through the network. YOLO V5 improves upon 

previous versions with enhancements in model 

architecture and training techniques, resulting in 

improved accuracy and efficiency. 

 

Fig 3 YOLOV5 MODEL 

YOLOV5m 

This variant, known as YOLO V5m, features a 

medium-sized architecture optimized for a balance 

between speed and accuracy. It operates similarly 

to other YOLO models, dividing input images into 

a grid and predicting bounding boxes and class 

probabilities for objects within each grid cell. 
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YOLO V5m [22] is preferred in scenarios where 

maintaining a balance between processing speed 

and detection accuracy is essential, making it 

suitable for a wide range of real-time applications. 

 

Fig 4 YOLOV5m 

YOLOVl 

The YOLO V5l variant features a larger 

architecture optimized for improved detection 

accuracy. It follows the YOLO methodology of 

dividing input images into a grid and predicting 

bounding boxes and class probabilities for objects 

within each grid cell. YOLO V5l is ideal for 

applications where precision is prioritized over 

real-time processing speed, making it suitable for 

tasks requiring high levels of accuracy in object 

detection and classification. 

 

Fig 5 YOLOVl 

EXTENSION YOLO V5x 

The YOLO V5x variant introduces an extra-large 

architecture tailored for maximizing detection 

accuracy. Following the YOLO approach, it 

partitions input images into a grid and predicts 

bounding boxes and class probabilities for objects 

within each grid cell. Extra-large models like 

YOLO V5x are suited for applications prioritizing 

accuracy over real-time processing speed. They 

excel in tasks requiring the highest level of 

precision in object detection and classification, 

albeit with potentially longer inference times. 

 

Fig 6 EXTENSION YOLO V5x 

YOLOV5+MSM 

In a multi-scale model, feature extraction is 

performed at multiple resolutions to capture objects 

of varying sizes. This involves applying 

convolutional layers with different kernel sizes or 

using feature pyramids to detect objects across 

different scales. By incorporating features from 

multiple scales, the model can effectively detect 

objects of various sizes within an image. This 

approach is beneficial for tasks where objects 

exhibit significant scale variations, enabling robust 

detection across diverse scenarios. 

 

Fig 7 YOLOV5+MSM 

YOLOV5 MSM+CAM 

In the SM X extension of the scale model, the 

architecture is further expanded to accommodate 

more complex features and increase detection 

accuracy. This involves incorporating additional 

layers or modules to capture finer details and 

nuances in the data. By leveraging a larger and 

more intricate architecture, the SM X model aims 

to excel in tasks where the utmost precision is 
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required, even if it comes at the expense of 

computational efficiency or real-time processing 

speed.

 

Fig 8 YOLOV5 MSM+CAM 

YOLOV5 SM X 

In the SM X extension, the scale model is enhanced 

with a larger and more intricate architecture to 

optimize accuracy. This involves incorporating 

additional layers or modules to capture finer details 

in the data. The SM X model is tailored for 

applications requiring the utmost precision, 

prioritizing accuracy over computational efficiency 

or real-time processing speed. By leveraging a 

more complex architecture, it aims to excel in tasks 

demanding high levels of accuracy and fine-grained 

object detection. 

 

Fig 9 YOLOV5 SM X 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

FIG 10COMPARISON GRAPHS 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 

 

 

FIG 11COMPARISON GRAPHS 

MAP: Mean Average Precision (MAP) is a ranking 

quality metric. It considers the number of relevant 

recommendations and their position in the 

list. MAP at K is calculated as an arithmetic mean 

of the Average Precision (AP) at K across all users 

or queries.  
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FIG 12COMPARISON GRAPHS 

 

FIG13PERFORMANCE EVALUATION 

TABLE 

 

Fig  14 home page  

 

Fig 15 sign up 

 

Fig 16 Sign in  

 

Fig  17upload input image 
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Fig 18predict result 

5. CONCLUSION 

In conclusion, the project demonstrates significant 

strides in addressing the challenge of accurately 

detecting small and tiny vehicles within parking 

areas, thereby improving parking management 

systems' efficiency. Leveraging advanced 

techniques such as YOLOv5 variants and Multi-

Scale CNN architectures, the project achieves 

notable advancements in detection accuracy. 

Particularly, the integration of the YOLOv5x 

model leads to enhanced mean Average Precision, 

highlighting the project's adaptability to state-of-

the-art methodologies for superior performance. 

Moreover, the incorporation of a user-friendly 

Flask interface with secure authentication enhances 

the testing experience, simplifying data input and 

evaluation processes. This streamlined approach 

ensures accessibility and usability across various 

user groups involved in deep learning applications. 

Overall, the project's accomplishments contribute 

significantly to advancing vehicle detection 

technology, with implications for improving 

parking management efficiency and enhancing user 

experiences in smart city environments 

 

 

6. FUTURE SCOPE 

.The future scope of the project encompasses 

several avenues for expansion and refinement. 

Firstly, deploying the developed vehicle detection 

model on low-end terminals such as Field-

Programmable Gate Arrays (FPGAs) or the 

NVIDIA Jetson Nano Developer Kit enables real-

time parking monitoring in resource-constrained 

environments, highlighting its adaptability and 

versatility. 

 Secondly, the applicability of the T-YOLO model 

can be extended beyond parking areas to domains 

like surveillance, object tracking, or robotics, 

broadening its impact and potential use cases. 

Further research can focus on optimizing the T-

YOLO model for faster inference on low-end 

devices while maintaining detection accuracy, 

potentially through model compression techniques 

or hardware acceleration methods. Additionally, 

systematic evaluation of the model's performance 

on different datasets and environmental conditions 

ensures its robustness and generalizability.  

Collaborative efforts with industry partners to 

implement the T-YOLO model in real-world 

parking systems offer opportunities for practical 

deployment and evaluation, providing valuable 

insights for continuous improvement and 

refinement based on real-world feedback. 
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