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ABSTRACT 

Money laundering is a profound global problem. Nonetheless, there is little scientific literature on statistical and 

machine learning methods for anti-money laundering. In this paper, we focus on anti-money laundering in banks and 

provide an introduction and review of the literature. We propose a unifying terminology with two central elements: 

(i) client risk profiling and (ii) suspicious behavior flagging. We find that client risk profiling is characterized by 

diagnostics, i.e., efforts to find and explain risk factors. On the other hand, suspicious behavior flagging is 

characterized by non-disclosed features and hand-crafted risk indices. Finally, we discuss directions for future 

research. One major challenge is the need for more public data sets. This may potentially be addressed by synthetic 

data generation. Other possible research directions include semi-supervised and deep learning, interpretability, and 

fairness of the results. 
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INTRODUCTION 

Money laundering poses a significant challenge to financial institutions and law enforcement agencies worldwide, 

representing a complex and pervasive threat to the integrity of the global financial system [1]. Despite its profound 

impact, the scientific literature on statistical and machine learning methods for anti-money laundering remains 

relatively scarce, leaving a gap in our understanding of effective strategies to combat this illicit activity [2]. In this 

paper, we aim to address this gap by focusing on anti-money laundering within the banking sector, offering an 

introductory overview and critical review of existing literature in this domain [3]. The fight against money laundering 

hinges on the ability of financial institutions to identify and mitigate the risks associated with illicit financial 

transactions [4]. Central to this endeavor are two key components: client risk profiling and suspicious behavior 

flagging [5]. Client risk profiling involves the systematic assessment of individual customers to evaluate their 

likelihood of engaging in money laundering activities [6]. This process typically relies on diagnostic measures aimed 

at identifying and explaining the underlying risk factors associated with each client [7]. Conversely, suspicious 

behavior flagging entails the detection of potentially illicit activities through the monitoring and analysis of 

transactional data [8]. Unlike client risk profiling, suspicious behavior flagging often involves the use of non-disclosed 

features and hand-crafted risk indices to identify anomalous patterns indicative of money laundering [9]. 

In examining the existing literature on anti-money laundering methods in the banking sector, we uncover several key 

insights and challenges [10]. While client risk profiling and suspicious behavior flagging represent fundamental 

approaches to combating money laundering, their effectiveness is contingent upon access to comprehensive and high-

quality data [11]. One of the major obstacles faced by researchers and practitioners in this field is the limited 

availability of public datasets suitable for training and evaluating machine learning models [12]. To address this 

challenge, we propose the exploration of synthetic data generation techniques as a potential solution to augmenting 

the existing pool of training data [13]. Additionally, we identify promising research directions in the realms of semi-

supervised and deep learning methods, which offer the potential for enhanced detection capabilities and improved 
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accuracy in identifying suspicious transactions [14]. Furthermore, we emphasize the importance of interpretability 

and fairness in machine learning models deployed for anti-money laundering purposes, highlighting the need for 

transparent and unbiased approaches to decision-making in this critical domain [15]. 

 

Fig 1. System Architecture 

LITERATURE SURVEY 

Money laundering, a pervasive and multifaceted global issue, has garnered increasing attention from policymakers, 

financial institutions, and law enforcement agencies in recent years. Despite its significance, the scientific literature 

on statistical and machine learning methods specifically tailored for anti-money laundering efforts remains relatively 

sparse. Our focus in this paper is on the application of such techniques within the banking sector, where the detection 

and prevention of money laundering activities are paramount. Through a comprehensive literature review, we aim to 

provide insights into existing methodologies, identify gaps in current research, and propose avenues for future 

investigation. Anti-money laundering strategies in banks often revolve around two central pillars: client risk profiling 

and suspicious behavior flagging. Client risk profiling involves the assessment of individual customers to evaluate 

their propensity for engaging in illicit financial activities. This process typically entails diagnostic analyses aimed at 

identifying and elucidating the underlying risk factors associated with each client. In contrast, suspicious behavior 

flagging focuses on the detection of potentially illicit transactions through the monitoring and analysis of transactional 

data. This approach often relies on the identification of anomalous patterns and behaviors indicative of money 

laundering, utilizing non-disclosed features and hand-crafted risk indices to flag suspicious activities. 

The literature survey reveals a dearth of comprehensive studies and standardized methodologies for combating money 

laundering using statistical and machine learning approaches in the banking sector. While some research efforts have 

explored specific aspects of anti-money laundering, such as transaction monitoring or risk assessment, there remains 

a lack of cohesive frameworks and unified terminology in this domain. Additionally, existing studies often suffer from 
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limitations such as small sample sizes, limited availability of real-world data, and a lack of transparency in model 

development and evaluation. One of the primary challenges identified in the literature is the scarcity of publicly 

available datasets suitable for training and validating machine learning models for anti-money laundering purposes. 

This shortage of data impedes the development and testing of robust algorithms and hinders progress in this field. To 

address this challenge, researchers have proposed various approaches, including synthetic data generation techniques. 

Synthetic data generation holds promise as a means of augmenting existing datasets and enabling researchers to train 

machine learning models on more diverse and representative samples of transactional data. 

Moreover, the literature highlights several promising avenues for future research in the domain of anti-money 

laundering. These include the exploration of semi-supervised and deep learning methods, which offer the potential for 

enhanced detection capabilities and improved accuracy in identifying suspicious transactions. Furthermore, there is a 

growing emphasis on the interpretability and fairness of machine learning models deployed for anti-money laundering 

purposes. Ensuring transparency and equity in decision-making processes is essential to building trust and confidence 

in the effectiveness of these systems. Overall, the literature survey underscores the urgent need for further research 

and collaboration in the development of statistical and machine learning techniques for fighting money laundering in 

the banking sector. 

PROPOSED SYSTEM 

Money laundering poses a significant challenge to global financial systems, necessitating effective strategies and tools 

for detection and prevention. Despite its pervasive nature, there exists a notable gap in the scientific literature 

concerning the application of statistical and machine learning methods to combat money laundering effectively. This 

paper addresses this gap by focusing on anti-money laundering (AML) efforts within the banking sector and proposing 

a comprehensive framework leveraging statistics and machine learning techniques. Central to our proposed system 

are two key components: client risk profiling and suspicious behavior flagging, which serve as foundational elements 

in the fight against money laundering. Client risk profiling forms the cornerstone of AML initiatives, aiming to assess 

and mitigate the inherent risks associated with individual customers within banking institutions. This process involves 

the systematic analysis of various factors to determine the likelihood of a customer engaging in illicit financial 

activities such as money laundering. Through diagnostic evaluations, efforts are made to identify and understand the 

underlying risk factors influencing each client's behavior. Statistical methods play a crucial role in this phase, enabling 

banks to quantify and model risk factors based on historical transactional data, customer demographics, and other 

relevant variables. By profiling clients according to their risk levels, financial institutions can implement targeted 

measures to monitor and mitigate potential money laundering risks proactively. 

In parallel with client risk profiling, suspicious behavior flagging constitutes another essential aspect of AML efforts, 

focusing on the detection and identification of potentially illicit activities within banking transactions. Unlike client 

risk profiling, which relies on known risk factors and historical data, suspicious behavior flagging often involves the 

analysis of non-disclosed features and the development of hand-crafted risk indices to identify anomalous patterns 

indicative of money laundering. Machine learning techniques offer a powerful toolset for automating this process, 

allowing banks to analyze large volumes of transactional data in real-time and identify suspicious activities more 

efficiently. By leveraging advanced algorithms, such as anomaly detection and pattern recognition models, banks can 

enhance their ability to detect and flag suspicious behavior, thereby bolstering their AML defenses. The proposed 

system integrates client risk profiling and suspicious behavior flagging into a unified framework aimed at enhancing 

the effectiveness and efficiency of AML efforts in banks. By combining statistical analyses with machine learning 

algorithms, the system provides a comprehensive approach to identifying and mitigating money laundering risks. At 

its core, the system leverages historical transactional data to build predictive models for client risk assessment, 

enabling banks to categorize customers based on their likelihood of engaging in illicit financial activities. These risk 
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profiles serve as inputs to the suspicious behavior flagging module, which utilizes machine learning algorithms to 

analyze transactional patterns and identify potential instances of money laundering in real-time. 

Furthermore, the system addresses key challenges facing AML initiatives, including the scarcity of public datasets 

suitable for training and evaluating machine learning models. To overcome this limitation, the system proposes the 

use of synthetic data generation techniques, allowing banks to create representative datasets for model development 

and validation. Additionally, the system explores emerging research directions, such as semi-supervised and deep 

learning methods, to enhance the accuracy and robustness of AML systems. Moreover, the system emphasizes the 

importance of interpretability and fairness in AML algorithms, advocating for transparent and accountable decision-

making processes to maintain public trust and confidence in AML efforts. In summary, the proposed system offers a 

holistic approach to fighting money laundering in the banking sector, leveraging statistics and machine learning 

techniques to enhance risk assessment and detection capabilities. By integrating client risk profiling and suspicious 

behavior flagging into a unified framework, the system enables banks to identify and mitigate money laundering risks 

more effectively. Through ongoing research and innovation, the system seeks to address existing challenges and pave 

the way for more robust and resilient AML solutions in the future. 

METHODOLOGY 

The methodology proposed in this paper aims to address the challenges posed by money laundering through a 

combination of statistical analysis and machine learning techniques tailored specifically for anti-money laundering 

(AML) efforts in the banking sector. The methodology encompasses several key steps, each designed to contribute to 

the overall effectiveness and efficiency of the AML framework. Firstly, the methodology begins with data collection 

and preprocessing. Given the sensitive nature of financial transactions and the importance of data privacy, acquiring 

relevant datasets for analysis requires careful consideration of legal and ethical guidelines. Banks must ensure 

compliance with regulatory requirements and obtain necessary permissions for accessing transactional data. Once the 

data is obtained, preprocessing steps such as data cleaning, normalization, and feature engineering are performed to 

prepare the dataset for analysis. This involves identifying and addressing inconsistencies, errors, and missing values 

within the data to ensure its accuracy and reliability. 

Following data preprocessing, the methodology proceeds to client risk profiling, which involves the systematic 

assessment of individual customers' risk levels based on their transactional behavior and other relevant attributes. 

Statistical methods are employed to analyze historical transactional data and identify patterns indicative of potential 

money laundering activities. Descriptive statistics, such as mean transaction amounts, frequency of transactions, and 

transactional patterns over time, are calculated to characterize each customer's financial behavior. Additionally, 

predictive models, such as logistic regression or decision trees, may be developed to classify customers into risk 

categories based on their likelihood of engaging in illicit financial activities. Simultaneously, the methodology focuses 

on suspicious behavior flagging, which aims to detect anomalous patterns or transactions that may indicate money 

laundering activities. Machine learning techniques are employed to analyze transactional data in real-time and identify 

deviations from expected behavior. Anomaly detection algorithms, such as isolation forests or one-class SVMs, are 

used to flag transactions that fall outside normal patterns. Furthermore, clustering algorithms, such as k-means or 

DBSCAN, may be utilized to identify groups of transactions with similar characteristics, which may warrant further 

investigation. 

In conjunction with client risk profiling and suspicious behavior flagging, the methodology emphasizes the importance 

of interpretability and fairness in AML algorithms. Interpretability ensures that the decision-making process 

underlying AML models is transparent and understandable, allowing stakeholders to interpret and trust the results. 

Techniques such as feature importance analysis and model-agnostic explanations, such as SHAP (SHapley Additive 

exPlanations), are employed to elucidate the factors driving model predictions. Moreover, fairness considerations are 
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integrated into the model development process to mitigate potential biases and ensure equitable treatment across 

different demographic groups. As part of the methodology, ongoing monitoring and evaluation are crucial to assess 

the performance of the AML framework and identify areas for improvement. Key performance indicators, such as 

detection rates, false positive rates, and model accuracy, are continuously monitored to gauge the effectiveness of 

client risk profiling and suspicious behavior flagging techniques. Feedback loops are established to incorporate new 

data and adapt the models accordingly, ensuring that the AML framework remains robust and up-to-date in the face 

of evolving money laundering tactics. 

In summary, the methodology outlined in this paper provides a comprehensive approach to fighting money laundering 

in the banking sector by integrating statistical analysis and machine learning techniques. By combining client risk 

profiling and suspicious behavior flagging, along with considerations for interpretability and fairness, the proposed 

methodology offers a systematic framework for identifying and mitigating money laundering risks. Through ongoing 

monitoring and evaluation, the methodology seeks to continuously improve and adapt to emerging threats, ultimately 

contributing to the overall security and integrity of the financial system. 

RESULTS AND DISCUSSION 

The results of our study shed light on the efficacy of employing statistics and machine learning techniques in 

combating the pervasive issue of money laundering within the banking sector. Through our analysis, we found that 

client risk profiling and suspicious behavior flagging are pivotal components in bolstering anti-money laundering 

(AML) efforts. Client risk profiling, characterized by diagnostic measures aimed at identifying and elucidating risk 

factors associated with individual customers, enables banks to assess the likelihood of illicit financial activities. By 

leveraging statistical methods to analyze historical transactional data, we developed predictive models that effectively 

classify customers into different risk categories based on their transactional behavior. Our findings demonstrate the 

utility of descriptive statistics and predictive modeling in discerning patterns indicative of potential money laundering 

activities, thereby enabling banks to proactively identify and mitigate risks. 

In tandem with client risk profiling, our study underscores the significance of suspicious behavior flagging as a 

complementary approach to AML. Suspicious behavior flagging entails the detection of anomalous patterns or 

transactions that deviate from expected norms, serving as a crucial mechanism for early detection and prevention of 

money laundering activities. Through the application of machine learning algorithms, such as anomaly detection and 

clustering techniques, we identified aberrant transactions and transactional patterns that warrant further scrutiny. Our 

results highlight the effectiveness of machine learning in discerning subtle deviations in transactional behavior, 

thereby enhancing banks' ability to identify suspicious activities and mitigate potential risks associated with money 

laundering. 
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Fig 2. Results screenshot 1 

 

Fig 3. Results screenshot 2 
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Fig 4. Results screenshot 3 

 

Fig 4. Results screenshot 3 
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Fig 5. Results screenshot 4 

 

Fig 6. Results screenshot 5 
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Fig 7. Results screenshot 6 

 

Fig 8. Results screenshot 7 
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Fig 9. Results screenshot 8 

 

Fig 10. Results screenshot 9 
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Fig 11. Results screenshot 10 

 

Fig 12. Results screenshot 11 
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Fig 13. Results screenshot 12 

 

Fig 14. Results screenshot 13 
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Fig 15. Results screenshot 14 

 

Fig 16. Results screenshot 15 
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Fig 17. Results screenshot 16 

 

Fig 18. Results screenshot 17 

Furthermore, our discussion delves into the implications of our findings and identifies key areas for future research 

and development in the realm of AML. One notable challenge identified is the scarcity of public datasets available for 
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training and evaluating AML models. To address this limitation, we propose the exploration of synthetic data 

generation techniques as a means of augmenting existing datasets and facilitating more robust model development 

and evaluation. Additionally, we advocate for further research into semi-supervised and deep learning approaches, 

which have the potential to enhance the accuracy and scalability of AML algorithms. Moreover, we emphasize the 

importance of interpretability and fairness in AML models, advocating for the integration of techniques that enhance 

transparency and mitigate biases. By addressing these research directions, we aim to advance the field of AML and 

contribute to the development of more effective and equitable solutions for combating money laundering in the 

banking sector. 

CONCLUSION 

Inspired by FATF’s recommendations, we propose a terminology for AML in banks structured around two central 

tasks: (i) client risk profiling and (ii) suspicious behavior flagging. The former assigns general risk scores to clients 

(e.g., for use in KYC operations) while the latter raises alarms on clients, accounts, or transactions (e.g., for use in 

transaction monitoring). Our review reveals that the literature on client risk profiling is characterized by diagnostics, 

i.e., efforts to find and explain risk factors. The literature on suspicious behavior flagging, on the other hand, is 

characterized by non-disclosed features and hand-crafted risk indices. In general, we find that the literature on AML 

in banks is plagued by a number of problems. Two challenges are class imbalance and a lack of public data sets. To 

address class imbalance, a multitude of different data augmentation methods may be used. Motivated by the sensitivity 

of bank data, synthetic data generation may be a viable way to address the lack of public data sets. Synthetic public 

data sets would, in particular, facilitate better evaluation and reproducibility of, as well as comparisons between, new 

and existing methods. Other directions for future research include methods for dimension reduction, semi-supervised 

learning, data visualization, deep learning, and interpretable and fair machine learning. Finally, we strongly advise 

against the use of accuracy as an evaluation metric for AML applications, instead emphasizing ROC or PR curves. 
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